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FOREWORD - The CONTEXT:

In today’s reality of dramatic technological disruptions that are exponential in impact, and exceedingly instantaneous, synchronised and globalised in scale, we are faced with balancing the far-reaching social benefits of these transformative, yet inherently risky solutions that are on an unchartered and potentially uncontrollable trajectory. Regardless of the specific underlying technology, their implications on mass human behaviours, fundamental rights, civil obligations, ethical responsibilities and global moral culpability are already visible, without the certainty of a quantifiable worst-case scenario. 

This raises questions on: 
A. How can we responsibly aid sustainable human progress - looking beyond our own generation - as individuals, communities, companies and government; 
B. Is effectively ‘regulated innovation’ an unattainable utopia, or a paradoxical new world order we deem necessary, and if indeed we believe the latter;
C. How do we start to reframe our perspective - of the ecosystem and its players, their interlinked roles and their collective obligation, to realise this shift in paradigm through the 2020s.

‘Tomorrow’s Technology and Today’s Regulation - A Twain that Never Meets’ is an independent opinion piece that aims to provide context and perspective on these matters, not with a view to solve for them, but rather to surface the need for diligent consideration, multi-dimensional substantiation, and deeper deliberation by cross-sectoral specialists [technical, legislative, regulatory, commercial, social and political], in order to structure the essential practical solutions across domains [national, bilateral and multilateral]. 


















FOURTH INDUSTRIAL REVOLUTION - The REALITY:

One Side of the Story: 
Compared to the internal combustion engines of the 1900s that set in motion the wheels of our very first industrial revolution, the prospect of this century’s digitalised, hyper-connected, borderless, and smart nations being governed by an inextricably interlinked ecosystem - Big Data, Quantum Analytics, Advanced Robotics, Distributed Ledgers [Blockchain], Cryptocurrencies, Internet of Things [IOT], Biotech Engineering, Artificial Intelligence [AI] etc. - surfaces far greater existential consequences. Even setting aside less-immediate prospects like super-intelligence surpassing humans across every domain, exponentially self-propagating with accelerated learning and efficiency, we do live in a ‘present’ that is subsumed by advanced, adaptive and cognitive machine learning, across physical, digital, augmented and virtual realities, at a highly individualised level. From the well-publicised achievements of IBM’s Watson, Google’s DeepMind, and SenseTime’s Facial Recognition, to the unmatched convenience of Apple’s Siri, Amazon’s Alexa and the very latest Google Lens, and further to biotech systems like CRISPR-Cas;[footnoteRef:1] tech advancements are undeniably revolutionising everyday living. These new business and service models have unveiled prospects for several adjacent ones, consequently unearthing multi-dimensional, universal benefits - from cost and time efficiencies, and democratising credit access to the un-bankable, to pre-empting, diagnosing and treating unseen medical conditions, or even enabling energy and education for the most impoverished and remote segments of society.  [1:  CRISP Cas9 [Clustered Regularly Interspaced Short Palindromic Repeats-associated protein 9] is a prokaryotic immune system that confers resistance to foreign genetic elements such as those present within plasmids and phages that provides a form of acquired immunity, and can be used to edit genes within organisms - with a wide variety of applications including basic biological research, development of biotechnology products, and treatment of diseases] 


And the Flip Side: 
The connectivity age brings with it a dramatic explosion of data that is ubiquitously accessible, and unavoidably pervasive, propelling the move from an ‘information economy’ to an ‘attention economy’. Consequently, the value of an individual’s attention span has led to a struggle for power to capture, influence and dominate it. Couple this economic prerogative with the inherent ability of most emerging technologies to manipulate perceptions and beliefs at scale, and then layer our rampant economic disparity - what we left facing is an imminent reframing of our core democratic values of privacy, safety, and freedom. For example, moving from today’s Artificial General Intelligence [AGI] to tomorrow’s Artificial Super Intelligence [ASI], means far greater polarisation of our social fabric - making the prospect of systemic hacks fuelled by advanced chat bots, digitalised ‘real’ faces, and augmented ‘familiar’ voices with personalised mass profiling that can target billions simultaneously across the planet, a grim empirical reality.  

Prudence or Paranoia:
Understandably, anxiety is mounting on the consequential risks of everything, from the unchecked omniscience of social media and deep-fakes, to the mass deployment of autonomous vehicles, or extreme contexts like weaponised drones and lab-engineered genetic mutations without extremely cautious oversight. Concern is warranted largely due to the proven disruptive potential of algorithms that have distorted social and political discourse, by amplifying preconceived notions and biases, rather than be the great equaliser once envisioned. With most of the topic of discussion being intrinsically unpredictable, unexplainable and incomprehensible, this extreme dichotomy compels diligent efforts to assess the potential risks and our readiness to adapt, recover and take full advantage of the social and technological changes, while responsibly assuring the protection of our future generation. The probable threats of these emergent technologies are undeniably significant, yet there is overwhelming consensus on their transformative potential, and the quantum leap in benefits to humanity, making a strong case for continued investment, acknowledging the need for global efforts to govern scaling up.

Responsible Adoption - A Case in Point: 
The internet era generated a requirement for low cost, anonymous, and rapidly verifiable transactions, a role that e-money fulfilled in the past only to give rise more recently, to centralised virtual currencies [largely for transacting in social and gaming economies], and cryptocurrencies - seeking to eliminate financial intermediaries by operating direct peer-to-peer online payments. These purely digital constructs, that are borderless in regime with no governmental/authority backing, have now exposed us to the practicality of assessing our global regulatory readiness for such models. This is just one of the many technologies that is intertwined in every aspect of daily existence, and also one that is relatively ring-fenced in its repercussions than most, from a sector specificity perspective, albeit with severely economy-debilitating potential. Technological forces today, are even more interesting in that each ones’ advancement and societal impact, is not just limited to its immediate effect across applicable sectors, but also cascades throughout a network of linked technologies that form part of a co-dependent ecosystem - creating an intertwined and magnified ripple across the chain. 

While the entrepreneurial spirit touted to be central to a flourishing tech culture may run the risk of being hamstrung by government intervention, the technology industry is arguably facing its worst crisis of confidence met with growing public cynicism. From Technological unemployment driven by the impending Robotics Revolution,[footnoteRef:2] to Cambridge Analytica, to recurrent AI-based Political and Media Opinion manipulations, and Deep-fake scandals, software is dominating global headlines - reframing the question from ‘why governments should intervene’ to ‘how much regulation is warranted’ to restore accountability and rebuild consumer trust. [2:  75 million job losses by 2022 with an associated creation of 133 million jobs created over the same period for a net 58 million increase in employment predicted - Source: 2018 Research paper quoted in Gizmodo.com] 





	


REGULATION A BANE OR BOON - The POLARISING DEBATE:

Whenever any transformative technology emerges with the potential for mass cross-industry reconfiguration, let alone the radical social disruption as the ones today, it witnesses a spike in financial investment and relentless attention of mainstream media, investors, academia, and governments - sparking arguments for the vast unlimited upside as much as the far-reaching depths of its [often devastating] implications. The resultant [in our context] has been increasing political pressure for supervision, furtive calls for global regulation, and the spate of recent pronouncements - from legislators, governments, supranational organisations, industry pundits, and even the corporate titans that are inventing our future - to uncompromisingly protect (i) citizen rights; (ii) personal security; (iii) fair competition; (iv) inclusive progress; and (v) ethical innovation in this era of rapid technological change. 

Regulated Monitoring - Catalytic Enabler or a Catastrophic Hindrance:
As we consider heightened controls especially in new, essential and/or highly visible industries, we need to also assess whether the outcome will prudently slow the launch, and aid tiered adoption of technologies, or completely strangle growth potential. Reliable historic assumptions that (a) regulations can be crafted deliberately; (b) legal frameworks can remain unaltered for decades; and (c) tools invented to manage economies in the 1900s are sufficient to cope with the challenges of the 2000s - have been upended in today’s environment. Yet what we don’t hear nearly enough of, is a call to reinvent the future of regulation - that is fast enough, flexible enough, smart enough, and accountable enough to achieve our collective goals.

In our current frenzy to critique the situation and rally for urgent controls, let’s heed to the learnings from a parallel sector. In financial markets conventional wisdom prior to 1962 was that any market anomaly was addressable through government regulations, and that legislative solutions would have the desired impact, until the ground-breaking revelation of the unintended consequences of tightening regulations that caused a complete failure of fair market competition. This instantly led to a clarion call for mass deregulation demanding the ‘shrinking’ of government from the horizon - all until the systemic collapse of global markets in 2008-09. Steering clear of this wild regulatory pendulum swinging, we must use this opportunity to define a new paradigm based on a deeper appreciation of the evolutionary factors, and craft more effective industry protocols. Let us recognise that in its formative years, technology was deployed largely by lawmakers as it was required to provide a means of control, production and/or exploration - hence why the military has historically been so integrally involved in many of the mid-twentieth century innovations in this field. However today, it’s completely impractical to expect government to be experts in encryption tools and software, let alone understand the algorithms that guide their decision-making; further aggravated by the naïveté and overconfidence in the entrepreneurial business community - warranting a little more political nous, shared moral culpability, and collaborative critical thinking. 

As Bill Gates once said of the financial ecosystem, “Banking is essential, Banks are not” - it’s time we ask ourselves the question truly worthy of debate: Not whether regulations are necessary, but rather whether today’s regulatory systems are! 
Reality on Ground - Taking Stock:  
With cross-border regulatory divergence alone resulting in an estimated 5-10% financial loss in a world that is becoming increasingly borderless, and the daily emergence of new business models [from ride-sharing to connected autonomous vehicles, initial coin offerings to nanotech, and geo- to genetic re-engineering], policy-makers and legislators are faced with reality of having to find confluence between their duty to (i) protect the rights of civil society; and (ii) promote equal and fair market competition; versus their obligation to (iii) minimise and internalise externalities; and (iv) foster progressive innovation. Whilst a wide spectrum of models are on offer today - from heavy and precautionary regulations at one extreme to negligible monitoring at the other - the lens with which we determine when, how, and how much to regulate going forward must shift dramatically. As we know, much of what we have in place is hinged around specific inputs tailored to relatively mature and isolated sectors where risks are finite, probabilities are quantifiable, and implications are reasonably ascertainable - none of which are valid when dealing with transversal industries [like technology] that are nascent, unfamiliar, and rapidly evolving. 

Naturally, reliance on blanket adoption of the current modus operandi will simply leave governments ill-equipped to provide access to a secure environment, with equal growth opportunities for its people on par with the rest of the world. The evident need of the hour is for a multi-pronged, responsive, iterative and collaborative approach to governing through regulations by (a) leveraging a combination of approaches from our existing global toolkit; (b) routinely staying in-sync with industry advancements to assess the probability of unforeseen developments; (c) modifying regulations with agility to counter emergent threats; and (d) pacing deployment to assure readiness and maturity while remaining relevant given the unprecedented frequency of transformation. 

A recent study entitled ‘Nature Machine Learning’[footnoteRef:3]on structuring global guidelines and ethical frameworks for technological advancements, revealed two key observations -  [3:  Ref: Study by ETH Zurich [Swiss Federal Institute of Technology], Switzerland published September 2019 to provide a birds-eye view of AI Ethics Guidelines from around the globe, albeit with a sampling bias spanning mainly the US, EU, Japan, with some representation across Africa, Central Asia and Latin America] 

(i) There is a strong consensus on 5 mandatory principles - transparency, justice, non-maleficence, responsibility, and privacy; and 
· Transparency: To understand the underlying ‘black box’ algorithmic decision-making process that dictates the workings of these interoperable technologies - by opening source codes, communicating the limitations etc. - to fostering consumer trust and bolstering public dialogue;
· Justice [+] Non-Maleficence: To obligate prevention/reduction of algorithm bias - minimising unintentional discrimination, privacy violation, mental distress, physical injury, loss of life and/or wealth; and assuring ‘fairness’ of access to the benefits - via a combination of published new laws, mandatory standards, compliance audits, corporate policies etc.; and
· Responsibility [+] Privacy: To actively dis-incentivise failure of core technology providers and/or their clients to uphold these values and safeguard human rights, through stringent enforcement of privacy laws, mechanisms to promote voluntary disclosures and protect legitimate whistle-blowers, coupled with prohibitive legal liabilities.
(ii) There is virtually no convergence on what these terms mean in the context of actual policy-making. This is hardly surprising when you consider vast interconnected networks of technological ecosystems being created concurrently by large interdisciplinary teams, from culturally and professionally diverse backgrounds, and across multiple non-linear stages of development and deployment. It is practically impossible to define a single set of global standards, homogeneous codes of practice, and industry protocols based on a unitary ‘decision and implication’ matrix derived from a normalised curve of each individual’s risk appetite and values systems. 

Progress to Date - Positioning for Leadership:
There is no better way to win a race than setting the ground rules yourselves - which may partially explain the rush of countries, multilaterals and corporations seeking to dominate the landscape with their visions for how emergent new tech should be governed, with the World Economic Forum trying to be the impartial adjudicator. Fields like Virtual and Cryptocurrencies have seen measured progress as authorities seek common interpretations of these terms that have far-reaching implications on regulations across several structural aspects of the economy - from taxation, and financial supervisory controls, to payment service authorisations, and currency exchange registrations etc. 

Automation, Big Data and AI which are deeply and subconsciously entrenched into virtually every aspect of life, are making strong headway starting with the EU’s ethical guidelines early 2019 that came swiftly in tow of their General Data Protection Regulation [GDPR], arguably the world’s most comprehensively defined regulation of data. Not to be left far behind, the US published its own principles for technology [AI in specific], and China entered the fray this summer with its unique standards [surprisingly similar to the Western ones], despite the country’s well-documented AI-powered State Surveillance programmes. 

Taking the Next Step - Policy Strawman:[footnoteRef:4] [4:  What has not been addressed: Risk of catastrophic failure due to cyberattacks for instance, as organisations remain responsible for ensuring the availability, reliability, quality and safety of their products and services regardless of what technologies are being used even today; and Why: No absolution from compliance with current laws and regulations, yet using an accountability-based framework allows for certifications by third parties] 

This study recommends adoption of a bottom-up approach to focus on (a) examining the subfields of each technology and their interdependencies; (b) experiencing their impacts under controlled-settings; (c) designing solutions for challenging novel cases in an real world context; and most importantly, (d) institutionalising iterative enhancements and systematically weeding out obsolescence. 

Policy creation and deployment ought to leverage the existing repertoire of largely successful, tested methodologies - routinely establishing the optimal combination based on every unique premise of a singular technology, and altering the balance within the mix based on nuanced situational contexts based on the interplay with other technologies. Some prevalent examples:
1. Adaptive Regulation: Institutionalise responsible self-regulation through soft-law mechanisms outlining best-practice codes of practice and private standard-setting bodies to offer accreditations etc.; 
2. Regulatory Sandboxes: Pivot a ‘sandbox-network’ of regulator-labs rooted in accelerated experimentation with rapid feedback loops; 
3. Outcome-based Regulations: Provide for bi-partisan governance frameworks through inclusive and democratic corporate representation, focused on objectives and outputs [the why and the what], and the probabilities and magnitude of risk exposure [the so-what] - rather than mandatory inputs [the how]; 
4. [bookmark: tieredapproach]Risk-weighted Regulations: Create a naturally risk-mitigated ecosystem with a tiered approachRef from ‘no extra regulation’ at Tier 1 to ‘always on oversight’ at Tier 4 and ‘complete ban’ at Tier 5 where there is an untenable potential for harm; and
5. Collaborative Regulations: Seed a platform for crowdsourced policy-making engaging private sector [for profit and non-profit], academia, institutional bodies, innovators, technical experts/specialists and government.
Model Framework - Responsible Technology:[footnoteRef:5] [5:  Ref Source: Structured along the lines of Model Artificial Intelligence Governance Framework published by Personal Data Protection Commission Singapore (PDPC)] 
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INTERNAL GOVERNANCE AND CONTROLS
X-BY DESIGN 
DECISION-MAKING

 In Principle
 In Principle

Technology Systems and their Solutions should be 
HUMAN-CENTRIC
· Structuring methodologies to establish entity-specific risk appetites for use of exponential technologies, and deploying appropriate decision-making principles to guide algorithm development
· Ensuring such development is explainable, fair and transparent so that the use and adoption is undertaken in a manner that reflects the objectives of these principles
· Adapting existing or setting up new structures and measures, to incorporate corporate values, risks and responsibilities relating to algorithmic decision-making

 In Practice

· This could be backed by a voluntary code of practice or mandatory quality seal, reward-functionalities to incentivise or dis-incentivise specific behaviours etc.

 In Practice

· Building specific competition and data compliance obligations into the algorithm designs, and forced black-box access etc. could be part of the advocated protocols






FOUNDATIONAL PILLARS
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OPERATIONS 
PROTOCOLS



TRANSPARENCY MANAGEMENT


Decisions made by Technology Algorithms should be EXPLAINABLE, TRANSPARENT and FAIR
· Creating a blueprint manual for the development, collection, computing, maintenance and dissemination of data models across environments safeguarding privacy parameters - given that all solutions need to be human-centric
· Often designed to add self-prediction capabilities, interlinking a line of technologies whose purpose is to elevate/amplify human productivity, it is critical that protection of the interests of individuals, societies and markets is the primary consideration for any exponential technologies
· Communicating openly with end consumers and intermediary customers on realistic risks, potential threats and protective measures, to allow for active choice-based selection
· [bookmark: onetofourrisktiers]Algorithm labelling based on Levels 1-4 risk tiers Ref can help users better understand and be aware of degrees of potential
 In Principle
 In Principle




 In Practice

· Providing for expert third-party reviewers authorised by regulators to provide conduct certifications could further instil confidence in the consumers on the efficacy, value and safety of the technology products and services

 In Practice



· Triggers like circuit-breakers, or kill switches, and delineating specific high-risk decisions for strict ‘human-in-the-loop’ compliance [e.g. human life] can be mandated



The model Strawman proposed above derives inspiration from the commonalities and highlights being espoused by governments in more technological advanced economies [e.g. Singapore, Japan, China, US, UK, Germany and the EU] and intended to be Algorithm Agnostic; Technology Agnostic; and Sector Agnostic. 
Building an accountability-based Model Technology Framework amidst accelerated product and service evolution requires that the regulator and the regulated embrace innovation in the same measure, framing discussions around foreseeable challenges, harnessing technologies to seek responsible solutions. Genesis of such regulatory models lies in establishing consistent global definitions, and a common set of trans-sectoral principles, organised around uniform themes, compiled into easily discernible and practical structures. Creation of this structural DNA is crucial for the provision of greater certainty to consumers and service providers on anticipated risks, applicable rights, mandatory obligations and associated repercussions - aiming to propagate trust-based adoption while ensuring regulatory imperatives are upheld. 

Regulated Tech Entrepreneurship - Decoding the Oxymoron:
To achieve the grand vision of democratised innovation and human-centric progress, inclusive public conversation on the ‘uses and misuses’ of technology, and around the ‘why and how’ we deploy these advanced solutions is a prerequisite - one that is currently restricted to a handful of inherently conflicted players that dictate the terms. There is an acknowledged dearth of public representation in choosing the decisions we make [or don’t make] about the tools and technologies entering our domain depending on the societies we live in and want to leave behind, resulting in a natural bias towards commercial prerogatives of industry leaders. And as a corollary, the talk of human-centred design that puts the customer first fades in priority against the economic opportunity to capitalise on machine-learning based social media profiling that ultimately increases citizen vulnerability. Another group that often gets ignored in the debate on ethical technologies is the makers - the technologists and software engineers are left exposed as the accountability lines are blurred and they have little to no protection without clear guidelines that can allow for responsible and judicious escalation of concerns on questionable practices being deployed, and/or irrationally risky solutions mandated to be developed corporate employers - a gap that can be addressed through effective regulation. 

As the digital economy expands with new business models, products and services, to face the pressures posed by this marriage of the physical and virtual ecosystems, regulators from around the world are uniquely positioned to spearhead the adoption of collaboration models, that can sustainably reconfigure the principles of co-regulation, self-regulation, and international coordination through a multi-stakeholder system - producing concrete policy guidance, voluntary standards, measurement criteria and enforcement protocols. Noteworthy in this global conversation around technology and its governance is the ubiquitous presence of industry leaders in both advisory and leadership roles - for example, China’s proposals are backed by the likes of Baidu, Alibaba and Tencent, while Microsoft, Amazon and Facebook have all called for regulation on facial recognition, and Google went a step further to seek regulations on AI in general - indicating an audacious yet humble step - and one that cynics may argue to be a deliberate attempt ensure any regulations are on their terms. That said, this is a positive development as the same foresight, creativity and optimism that has built the Googles, Facebooks, Ubers, Bitcoins, CRISPRs, and Amazons of the world is necessary to build the regulatory systems that have to predict, prepare for, pre-empt and protect from the unintended consequences of exponential technologies. 


Super Regulatory Consortia - the New Order:
Pro-innovation and pro-competition regulations can indeed be a realisable paradox - what it takes is a change in our perspective using smart regulatory tools to facilitate transparency through disclosure mandates and voluntary public reporting guidelines; and to generate robust and scale agnostic competition that can address potential market failures. It is when trans-national regulators and regulated come together that we can expect to sustainably innovate and accelerate delivery of the stated benefits of all technological advancements while safeguarding democracy. Spurred by the twin pressures of globalisation and digitalisation, the shift towards a more collaborative public-private collaboration in the design of a reasonably sustainable regulatory playing field that ultimately grows the size of the economic pie, is already underway. 

The premise is to harness the power of ‘super regulation’ by elevating governments out of the business of legislating ground-level details into the business of creating a new supervised market for private regulators that are competitively incentivised to invest in innovative improvements - e.g. AI-based algorithms for predictive risk management; Blockchain linked digitalised dispute resolutions, facial recognition-based secure mechanisms for instant crypto payments etc. - all ultimately operating in the greater public interest. This consortium-based shared governance model assures the provision of the best of both worlds: where the ‘goals of regulation’ for social wellbeing are governed by the authorities while the ‘technology of regulation’ to deploy controls and monitoring systems in the most cost and time efficient manner, is left to the private sector.

















END NOTE - TECH REGULATIONS 2.0 IN THE 2020s: 

Where technologists, industry pioneers, and regulators are concerned, there are big questions pertaining to the exponential acceleration and radical implications of new technologies that have already been surfaced, but there are bigger questions yet to be asked. This paper has not attempted to present the answers, or even scratch the surface of what is needed to tackle the magnitude and pace of transformation that faces us, but rather it has sought to make the case for the need for regulations to stay the course of progress, utilising these technologies that are becoming exceedingly omnipresent and omniscient. 

Three decades ago, in 1989 Tim Berners-Lee proposed the ‘vague but exciting’ idea of linking digital files into what eventually came to be called the ‘World Wide Web’ and today, we find ourselves with much to love and hate about its existence. Heralding its 4th decade, when asked what the next 30 years would bring, the goals articulated aptly summarise the realities for any future technologies - what we can realistically do today is say what kind of digital world we ‘want’ … one that is open, royalty-free and discrimination-free. And we have gotten off to a good start. 

Regardless of public or private sector motivations, all parties involved in the creation and utilisation of new-age technologies appear to be consciously considering its ethical implications and to agree on some foundational values. The flip side is that we are left with an abstract set of high-level notions, where the normative theories are insufficient to guide self-regulatory actions by the industry, without being complemented by punitive mechanisms by government. Yet, having now established alignment on this radical vision, albeit with a sketchy philosophy on the utilisation of exponential technologies for the betterment of humankind, the next prerogative of creating a congruous regulatory plan is likely to be more productive. Addressing the pervasive information asymmetry lies at the heart of this journey - on the one hand we have people that don’t even know what is already possible, and on the other are those that are unwilling to consider the possible [and often probable] repercussions. Regulations would help everyone get to ‘know each other’, as lawmakers and regulatory bodies will be forced to educate themselves on the nuances; while entrepreneurs, engineers and consumers will need to delve deeper into the benefits and protection that governance can offer. 

Without delving into the specificity of any levers [a matter for much greater diligence by relevant experts], the intent herein has been to provide an opportunity for all - be it individuals, entities, institutions or countries - to internalise the fundamental concepts, grapple with the (un)intended consequences and human cost of progress, and debate the practices and approaches that will be key in tackling conceivable forthcoming challenges, without compromising on the values that are core to our collective future. To develop a shared language is the first thing to do, and perhaps the hardest. Equally, we recognise that the efforts going forward must focus as much on disassembly and purging of existing frameworks, as on the construction of new ones that are agile enough to pivot from hypothetical prototypes to real-world deployments as they surface. There is also an interesting inverse correlation between the level of complexity we introduce, in aiming to find the balance between how much to ‘police’, and when interventions start to stifle necessary accelerations; and the costs that the industry bears making it unfeasible to deliver the intended benefits. 

2019 has already seen an overwhelmingly surge in critique of the power of Big Tech - at one extreme are the calls to break up the oligopolistic consortia completely for everything, from Spotify to Apple to Facebook, including anticompetitive acquisitions; and at the other end are the firms themselves and their perpetual desire to operate in a light-touch world, albeit with a shifting tide where many of them are seeking controls. It’s evident that there will be the need to find an acceptable trade-off [and a continuously evolving one], even as we eventually seek the optimal pro-business and pro-consumer utopia.

Taking a page off Mr. Bernes-Lee’s principles that are almost entirely fungible in our context, especially as they outline the tenets of responsibility at every tier of the stakeholder ecosystem:
· Governments must translate [or recreate] laws and regulations for the digital age while ensuring markets remain competitive, innovative and open;
· Companies must do more to ensure their pursuit of short-term profit is not at the expense of human rights, democracy, scientific fact or public safety;
· Technology networks, platforms, business models, products and services must all be designed with privacy, diversity and security at the grassroot;
· And most important of all, beyond a right, it must become the obligation of citizens to hold companies and governments accountable for their actions.

Lastly, there is the questionable need for global homogeneity that must be considered in light of political will to commit to, trigger, and promote change at a systemic level. On this aspect specifically, exponential technology is not dissimilar to any radically transformative global issue - guidelines governing its exploration and exploitation should firstly be inclusive to ensure that the basic values of socio-economically underrepresented segments and nations are not sacrificed. While global congruence is desired, it should not come at the cost of obliterating cultural and moral pluralism. We must expect to face differences in perspective and arguments on tolerance thresholds, warranting the need for multilateral judicial organisations to develop new ways to mediate and/or adjudicate on matters pertaining to the ethical proliferation of current and emergent technological systems and solutions - even as we recognise that the term ‘for the benefit of all mankind’ is rapidly taking on a whole new meaning.

The 2020s for technology will be a volatile mixture of the very good, the very bad and the very unforeseen - and without doubt, for regulations it promises to be a decade that is anything but dull. 



--------- END OF PAPER ---------
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